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CONvEY CONFIDENCE

Examples of Definites

Definitely Guaranteed unambiguous

Clearly Irrefutable unquestionable

Obviously Absolutely Essential

undeniable Everyone Every time
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LEvERAGE CONCRETENESS

Less Concrete More Concrete

Pants 2 Jeans

Refund 2 Money back

Furniture 2 Table

That 2 T- shirt

Really 2 Mouthwateringly

Nicely 2 Warmly

Go 2 Walk

Solve 2 Fix
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EMPLOY EMOTION

Vonnegut might have drawn the shape of Cinderella’s story to be 
something like this:

Failure
Fall

Rise Rise

Triumph

�������

����
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EMPLOY EMOTION

To get a sense of what this looks like, here is the emotional 
trajectory of the original Star Wars.

Star Wars: A New Hope (Episode IV)

Han Solo joins the party

Luke and gang meet Leah

Death Star destroys planet Aldaaran

Final battle

Obi-Wan dies

sentiment score

Obi-Wan describes
death of Luke’s father

Luke destroys Death Star

Rebels are ambushed

Luke meets C3PO and R2D2
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5.6 - 
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5.4 - 
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MAGIC WORDS

In these and similar examples, the emotional trajectory seems to fol

low a wavelike pattern. Like a mountain range, long climbs up to high 

points followed by long descents down to low points. Then back up 

again.

Negative

Positive High Point

Low Point

High Point

Low Point

High Point

Low Point
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MAGIC WORDS

The highs and lows are the same, but the emotional trajectories are 

quite distinct. In Story 1, the ride is smooth. Moments are increasingly 

positive until the apex when things turn around. The ride might be 

steep, but it’s consistent.

Story 2, however, is a lot bumpier. The peak is the same, but rather 

than continuously increasing and then decreasing, the trajectory is more 

jagged. Things move in a positive direction but then get more negative 

before turning positive again.

Which is better, a smooth ride or bumpy one?

Story 1

Story 2
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EMPLOY EMOTION

overcooked

Extreme
Positive

Extreme
Negative

Low
Emotionality

overpriced

clueless

dumbest confusing

erratic

unhappy

terrible

hate

distressing

loved

nostalgic
enjoyable

theatrical
outstanding

tireless

healthy

impeccable

talented

spotless
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MAGIC WORDS

Positive emotions also have different degrees of certainty. Pride is rel

atively certain, for example, while hope is often uncertain.

Positive Negative

Certain
Happiness

Pride
Excitement

Anger
Disgust

Uncertain Surprise
Hope

Anxiety
Surprise
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HARNESS SIMILARITY (AND DIFFERENCE)

Linguistic similarity even helped distinguish between employees 
who stayed at the firm and those who left to pursue better options. Not 
because they got fired, but because they were offered something better 
elsewhere. These folks assimilated early on, but at some point, their 
lan-guage started to diverge. While clearly capable of adapting, 
eventually they stopped trying, foreshadowing their intention to quit.

Quit

Fired

Time With Company

Stayed With Company

Li
ng

ui
st

ic
 S

im
ila

rit
y
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HARNESS SIMILARITY (AND DIFFERENCE)

Topic

Anger and violence
Body movement
Dance moves
Family
Fiery love
Girls and cars
Positivity
Spiritual
Street cred
Uncertain love

bad, dead, hate, kill, slay
body, bounce, clap, jump, shake
bop, dab, mash, nae, twerk
American, boy, daddy, mamma, whoa
burn, feel, fire, heart, love
car, drive, girl, kiss, road
feel, like, mmm, oh, yeah
believe, grace, lord, one, soul
ass, bitch, dope, rich, street
ain’t, can’t, love, need, never

Example topic words
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HARNESS SIMILARITY (AND DIFFERENCE)

is to “kiwi,” indicating that they are more similar. And all of these fruit 

words, not surprisingly, are pretty far from the word “tiger.”

Grapefruit

Kiwi Tiger

Orange
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Word embedding does something similar with words: the more re-
lated words are to one another, the closer together they are positioned. 
The words “dog” and “cat” are probably pretty close together, for exam-
ple, because they are both animals and pets. But based on their associa-
tions, the word “dog” might be closer to the word “friendly,” whereas 
the word “cat” would be closer to the word “aloof.”

And because related words appear closer together, the similarity 

between words can be measured by the distance between them. The 

word “grapefruit,” for example, is closer to the word “orange” than it 

Rather than using just two or three dimensions, this technique often uses 

hundreds of dimensions.

Friendly

Dog Cat

Aloof
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Appendix

Reference Guide for using 
and Applying Natural 
Language Processing

For the most part, this book has focused on individuals and how 

by understanding the new science of language, we can increase our in

fluence and be more successful, in both our personal and professional 

lives.

But the same tools outlined here are equally useful for companies 

and organizations. Here are just a couple of examples of how they are 

being deployed.
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APPENDIX

CuSTOMER ANALYTICS

One place many companies are using natural language processing is 

in customer analytics. Using what customers, or potential customers, 

write or say to help predict their future behavior or encourage desired 

actions.

Take segmentation, for example. Some number of customers may have 

issues or complaints, but how do we know which ones to route where? By 

using their words, we can get a better sense of what they are looking for 

and whom to connect them to. We can even use machine learning to figure 

out who might be more likely to cancel their service, and try to intervene.

The same ideas can be applied to potential customers. Social media 

data provides a wealth of information about who someone is and what 

they care about. Companies use such information to target their ads, 

figuring out who to show which message based on the likelihood of con

version. Look alike targeting, for example, finds people who are as sim

ilar as possible to existing customers on observable attributes and uses 

that to determine which potential customers might be most interested 

in a product or service.

Companies can also use language to learn about products to launch 

or problems to address. An approach called “social listening” combs so

cial media data to understand how people are talking about a product, 

service, or idea. A hotel might learn that many consumers are complain

ing about the beds, for example, and use that to make a change. A drug 

maker might learn about emerging side effects or customer concerns.

Alternatively, the same data can be used in new product develop

ment. By understanding what consumers are unhappy with about ex

isting products and services, companies can determine how to best roll 

out new ones. Similarly, internet search data can be used to understand 

where opportunities are in a market or where interest is high.
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APPENDIX

LEGAL CASES

Language can also be used in interesting ways in legal cases. Say a 

detergent brand is being accused of greenwashing. The allegations sug

gest that the brand has been falsely marketing themselves as ecofriendly 

when they’re really not. The standard approach might be to ask experts 

to opine on what they think is going on. An expert for the plaintiff could 

highlight a particular advertisement, for example, and argue that be

cause it shows a picture of trees, or the earth, it must mean that the 

brand is marketing itself as ecofriendly.

But while this is a fine opinion, and may even be correct, the problem 

is it’s just that. An opinion. It’s pretty subjective.

A defense expert could look at the exact same advertisement and gen

erate a completely different opinion based on the side they’re support

ing. The ad also talks about cleaning effectiveness, for example, so they 

could use that as indication that the brand isn’t actually arguing they’re 

ecofriendly.

So which is it?

Rather than one expert making a guesstimate, and the other side do

ing something similar, text analysis can provide a more realistic picture 

of what happened. By aggregating language from a large number of ad

vertisements (or social media posts made by the brand), we can get a 

more accurate sense of what is going on.

A simple place to start would just count individual words. Take a list 

of environmental words (e.g., earth, environment, and ecofriendly), 

and count the number of times they appear. What percentage of ads, or 

social media posts, use at least one of these words? Further, is this lan

guage prevalent over time, or just a few ads that show up in a particular 

geography?

More complex techniques can shed even more light. By comparing 
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APPENDIX

the language used by the detergent brand, and comparing it to the lan

guage used by other brands either known to be ecofriendly (e.g., Sev

enth Generation or Tide purclean) or not (e.g., Gain or regular Tide), 

one can get a more objective answer. 

Using data from thousands of ads or posts by dozens of other brands 

known to pitch themselves as ecofriendly or not, one can train a  

machinelearning classifier to identify the degree to which a particular 

ad or post is pitching a brand as ecofriendly. Then, by running all the 

atissue brand’s ads and posts through the classifier, we can get a sense 

of whether, on average, the detergent brand is actually marketing them

selves as ecofriendly.

One could use similar techniques to measure whether an alcohol 

brand’s advertising is youth targeting, or a politician is talking more like 

a Democrat or a Republican.

Automated text analysis is particularly useful in these and similar ex

amples because it allows us to travel back in time.

Say a technology company is being accused of false advertising. It 

claimed that its laptop was as “light as a feather” in a couple of its ads, 

and a lawsuit alleges that consumers bought the laptop based on that 

false claim.

One standard approach would be to use surveys. Take a set of con

sumers, show them the ad, and see whether they are more interested in 

buying the laptop than consumers who didn’t see the ad.

Unfortunately, that still doesn’t resolve the issue, because although 

the survey results suggest what consumers’ reaction is to seeing the ad 

today, it says less about what their reaction was, or would have been, if 

they had seen the ad when it ran a couple years ago. Context changes; a 
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APPENDIX

particular claim may have had one effect two years ago but have a com

pletely different effect today.

Consequently, unless we can invent a time machine, it’s almost im

possible to know how people felt two years ago.

But text analysis can do just that.

By analyzing social media posts or product reviews, we can get a 

better sense of whether people picked up on that claim and whether it 

shaped their attitude toward the laptop. By examining posts consum

ers wrote about the product before and after the ads ran, for example, 

we can get a sense of whether they changed how positively they felt 

about it. Similarly, by delving deeper into the content of those posts, 

we can see not only whether consumers said more positive things but 

whether they actually mentioned attributes such as the laptop’s weight 

when doing so.

Mass media language can also be useful. By analyzing the words used 

in newspaper articles about the product, we can see whether or not the 

media actually picked up on the claims made by the brand.

Time travel is still impossible, but text analysis enables a new type 

of archaeology. Like fossils from an ancient civilization or an insect 

preserved in amber, decades old thoughts, opinions, and attitudes are 

hidden in digitized language. And automated text analysis provides the 

tools to unlock the insights hidden within.

SOME EASILY ACCESSIBLE TOOLS

This book has focused on the insights gained from language, but 

some people may be interested in applying some of the tools mentioned. 

Here are two that are easy to play around with.
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• https://liwc.app/: A great resource for scoring texts on a variety of

psychological dimensions

• http://textanalyzer.org/: A useful tool for scoring other dimenions

and extracting basic topics or themes

If you’re interested in more complex tools or how they can be used 

in a variety of settings, here are two recent review papers that discuss 

various methodologies:

• Jonah Berger and Grant Packard, “Using natural language pro

cessing to understand people and culture.” American Psychologist,

77(4), 525–537.

• Jonah Berger, Ashlee Humphreys, Stephen Ludwig, Wendy Moe,

Oded Netzer, and David Schweidel, “Uniting the Tribes: Using

Text for Marketing Insight,” Journal of Marketing 84, no. 1

(2020): 1–25.
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